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3.1 LEARNING OUTCOMES

The student will learn the main concepts linked to information theory as well as the fundamental limits which apply to 

communication systems.

-

The student will know the limits in terms of source coding and compression techniques.-

The student will cope with the most usual block and convolutional codes.-
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4. OBJECTIVES

To know the fundamental concepts handled in information theory such entropy, relative entropy and mutual information.

To learn the fundamental limits of source coding and data compression.

To learn the implications linked to channel capacity and the fundamental limits which apply to point -to-point and multipoint 

communications.

To study the algebraic techniques supporting block channel coding.

To learn the main block code families as well as its coding and decoding techniques.

6. COURSE ORGANIZATION

CONTENTS

1 Basic concepts in Information Theory. Entropy, relative entropy and mutual information.

2 Source coding. Typical set of sequences and the Asymptotic Equipartition Theorem. Source Coding Shannon 

Theorem. Fix and variable length codes. Huffman Codes. Lempel-Ziv Coding.

3 Channel capacity. Binary symmetric channel. Binary erasure cannel. Discrete memoryless cannel. Channel Coding 

and Channel Capacity Theorem. The Gaussian channel. Multiple access and broadcast channels.

4 Basic concepts in channel coding. Interleaving. Code concatenation. Errors and erasures.

5 Albegraic coding and decoding techniques. Finite fields. BCH and RS codes.

%

7. ASSESSMENT METHODS AND CRITERIA

Description Type Final Eval. Reassessment

The subject will be evaluated through a final exam 

whose mark, FEM, will be weighted with the one 

linked to the continuous evaluation, CEM, as max 

(FEM; FEM*0.6+CEM*0.4). A mark FEM>=4.0 is 

required.

 60,00 Written exam Yes Yes

The students not attending the lectures or deciding 

to do not rely on the continous evaluation they will 

have the mark corresponding to the final exam.

 40,00 Written exam No Yes

 100,00 TOTAL

Observations

The subject will be evaluated through a final exam whose mark, FEM, will be weighted with the one linked to the continuous 

evaluation, CEM, as the maximum of (FEM; FEM*0.60+CEM*0.40). A mark FEM>=4.0 is required.

Observations for part-time students

The students not attending the lectures or deciding not to participate in the continuous evaluation will obtain the mark 

corresponding to the final exam.
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