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ABSTRACT: The study of chemical factors that influence pigment
coloring is a field of fundamental interest that is still dominated by
many uncertainties. In this Article, we investigate, by means of ab
initio calculations, the origin of the unusual bright blue color
displayed by historical Egyptian Blue (CaCuSi4O10) and Han Blue
(BaCuSi4O10) pigments that is surprisingly not found in other
compounds like BaCuSi2O6 or CaCuO2 containing the same CuO4

6−

chromophore. We show that the differences in hue between these
systems are controlled by a large red-shift (up to 7100 cm−1)
produced by an electrostatic field created by a lattice over the CuO4

6−

chromophore from the energy of the 3z2-r2 → x2-y2 transition, a
nonlocal phenomenon widely ignored in the realm of transition metal
chemistry and strongly dependent upon the crystal structure. Along
this line, we demonstrate that, although SiO4

4− units are not involved in the chromophore itself, the introduction of sand to
create CaCuSi4O10 plays a key role in obtaining the characteristic hue of the Egyptian Blue pigment. The results presented here
demonstrate the opportunity for tuning the properties of a given chromophore by modifying the structure of the insulating lattice
where it is located.

■ INTRODUCTION

Dyes and pigments have a variety of applications and are in
huge demand in industry.1 However, obtaining stable pigments
that display particular tonalities has often proven difficult as
many nonquantified factors are involved in the chemistry of
color.1−7 Thus, understanding how to modify the hue of a
chromophore while retaining strong chemical stability is crucial,
as this knowledge would allow a bottom-up approach to
pigment design. In this Article, we study the origin of historical
pigment colors used in ancient Egyptian and Chinese
civilizations based on square-planar CuO4

6− complexes, with
extra attention paid to those displaying an unusual bright blue
tonality.2−4 Our primary finding is that, in all of these systems,
the color is unexpectedly controlled by an electrostatic field that
is created by the lattice over the CuO4

6− chromophore. This
key factor, however, is usually ignored in the large body of work
in the field of transition metal chemistry, where properties are
usually explained considering only the complex at equilibrium
geometry.5−11

Historically, the technology of pigments was amongst the
earliest that mankind developed.2−4 By using different colored
earth, or grinding soft rocks to a powder, prehistoric humans
could make pictures of different colors, such as the wonderful
drawings in Altamira (Spain) and Lascaux (France) caves.
Interestingly, the color blue is absent in prehistoric paintings
because of its scarcity in surface soils. Blue pigments only began
to appear in human history when mining was developed, and

even then they remained rare. This was the case for lapis lazuli,
a blue-colored stone that was found only in one mine for the
whole ancient world, which is located in modern-day
Afghanistan.2−4

The first traces of man-made blue pigments date back to
early Egyptian culture (predynastic era, ∼3600 BC) where the
so-called Egyptian Blue pigment was prepared. This first
synthetically produced pigment in human history involves a
mixture containing several phases, including cuprorivaite
(CaCuSi4O10), unreacted quartz, and variable amounts of
glass.2−4,12 The exotic bright blue color of the pigment is due to
the square-planar CuO4

6− chromophore2−4,8,12 present in the
insulating CaCuSi4O10 compound displaying the gillespite
(BaFeSi4O10) structure13 (tetragonal space group P4/ncc, see
Figure 1). The Egyptian Blue pigment is very stable, was used
extensively for decorative purposes in the early dynasties in
Egypt (until the end of the Roman period), Greece, and around
the Roman Empire, and can be found, for example, in Amarna,
Luxor, the Parthenon, and Pompeii.14 As a remarkable example,
pure Egyptian Blue was used in the crown of a famous bust of
Queen Nefertiti.2−4

Significantly later, and most likely developed independ-
ently,15 two pigments involving a colored compound with a
composition somewhat similar to that of cuprorivaite were
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employed during the Han dynasty (208 BC−220 AD) in
China.3,4 The color of the so-called Han Blue pigment is also
bright blue due to BaCuSi4O10, which has the same gillespite
structure as cuprorivaite13 (Figure 1). In contrast, a different
color is exhibited by the Han Purple pigment, which was
identified in Terracotta Warriors discovered in central China in
1974 and is based on BaCuSi2O6. This compound belongs to
the P41/acd space group

16 (Figure 1) that also involves square-
planar CuO4

6− chromophores. A similar situation holds for
Li2CuO2 and CaCuO2 compounds, which have d-d transition
energies that are certainly different10,11 than those measured for
CaCuSi4O10 and BaCuSi4O10, though they also contain square-
planar CuO4

6− complexes.
Despite the indisputable importance of the Egyptian Blue

pigment in history, art, and archeological studies, as well as in
current applications,17 the actual origin of the unusual blue
color displayed by CaCuSi4O10 and BaCuSi4O10 pigments is
not yet understood. This Article aims to explain, by means of ab
initio calculations, why d-d transitions of CaCuSi4O10, CaCuO2,
and BaCuSi2O6 are so different despite the compounds having
the same CuO4

6− chromophore.

Compounds containing square-planar CuO4
6− complexes

have three broad d-d bands (bandwidth ∼2500 cm−1) in the
optical region that cover most of the spectrum. Table 1 shows
experimental structural and optical data in these sys-
tems.9,10,13,16,18−25 In particular, it contains the peak energies
of the three d-d bands corresponding to Egyptian Blue, Han
Blue, and Han Purple pigments as well as those measured for
CaCuO2 and Li2CuO2 compounds, which display a simpler
crystal structure22,23 and have interesting electrical and
magnetic properties.26−28

As shown in Table 1, when comparing Egyptian and Han
Blue pigments with the rest of the compounds containing
square-planar CuO4

6− complexes, we found that the peak
energy of the band corresponding to the highest a1g(3z

2-r2) →
b1g(x

2-y2) excitation, denoted E(z2), is lowered by approx-
imately 3000 cm−1, thus opening up a gap in the blue region
(∼21500 cm−1) not present in the other systems. Because the
rest of the visible spectrum is absorbed by the three broad d-d
transitions, this gives rise to the characteristic bright blue color
exhibited by such pigments (Figure 1).
Almost without exception, the spectra of transition metal

complexes in insulating compounds are analyzed based solely

Figure 1. Unit cells corresponding to Egyptian Blue (CaCuSi4O10) and Han Blue (BaCuSi4O10) pigments (left), the Han Purple (BaCuSiO2O6)
pigment (right), and the CaCuO2 compound (white box). Cu

2+ ions involved in square-planar CuO4
6− complexes are depicted in dark blue, whereas

SiO4
4− tetrahedrons are in green.

Table 1. Experimental Values of the Cu2+−O2− Distances, R (Å), and Peak Energies (cm−1) of the Three d-d Transitions for
Compounds Containing Square-Planar CuO4

6− Complexes

CaCuSi4O10 (Egyptian Blue) BaCuSi4O10 (Han Blue) BaCuSi2O6 (Han Purple) CaCuO2 Li2CuO2

space group P4/ncc P4/ncc P41/acd P4/mmm Immma

R 1.928b 1.921b 1.945c 1.929d 1.959e

b2g(xy) → b1g(x
2-y2) 12740f 12900g 13500h 13220i 14000j

eg(xz,yz) → b1g(x
2-y2) 16130f 15800g 17000h 15720i 17000j

a1g(3z
2-r2) → b1g(x

2-y2) 18520f 18800g ∼21000h 21370i ∼21900j
aSee structure in the Supporting Information. bFrom ref 13. cFrom ref 16. dFrom ref 22. eFrom ref 23. fFrom refs 9, 18−20, and 24. gFrom ref 8.
hFrom ref 25. iFrom ref 11. jFrom ref 10.
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on the chemical nature of the ligands and their distance to the
central metal cation.5−11 However, as shown below, this widely
used approach is unable to explain the different energies
observed for d-d transitions of the historical blue pigments
when compared with those of compounds like CaCuO2 or
CaCuSi2O6, all of which involve square-planar CuO4

6−

complexes. For example, the effect of chemical substitution of
ligands in octahedral complexes is usually accounted for using
the spectrochemical series.29 In this case, taking the
experimental value30 of E(z2) = 16990 cm−1 for the square-
planar CuCl4

2− chromophore in (N-mph)2CuCl4, it could be
expected29 simply that when chlorine is replaced by oxygen as
the ligand, E(z2) should be around 22000 cm−1. This figure,
however, is far from the experimental value for Egyptian Blue
and Han Blue pigments but rather is close to that measured for
CaCuO2

11 and Li2CuO2
10 as shown in Table 1. The 14%

reduction in E(z2) when comparing CaCuO2 and CaCuSi4O10
could be explained within the ligand field theory29 only if the
Cu2+−O2− distance, R, is smaller for the former than for the
latter compound due to the strong R dependence of the
splitting among d-levels. However, X-ray diffraction measure-
ments13,22 show that the R value of 1.928 Å for the Cu2+−O2−

distance in CaCuSi4O10 is coincident within 0.05% with the R
value of 1.929 Å corresponding to CaCuO2 (Table 1).
Furthermore, as the Cu2+−O2− distance in Egyptian Blue is
smaller than that measured for Li2CuO2 (R = 1.959 Å)23 or
BaCuSi2O6 (R = 1.945 Å),16 it could be expected from ligand
field theory that E(z2) should be higher for the former than for
the latter compound. As these conclusions are all contradictory
to experimental data, this clearly proves the failure of the ligand
field theory for the present insulating compounds. Therefore,
the optical properties of blue pigments cannot be explained
through only the CuO4

6− complex at the correct R value, even
though active electrons are actually localized in it.
The primary goal of this Article is to clarify this puzzling

issue on the basis of recent results on fluorides containing
CuF6

4− units.31 Indeed, in systems like K2CuF4 and
K2ZnF4:Cu

2+, it has been proven that the energy of d-d
transitions is also influenced by the electrostatic potential VR(r)
created by the other lattice ions upon the active electrons
actually confined in the CuF6

4− complex. Accordingly, we
explore here whether the differences observed for the d-d
transitions in CuO4

6− complexes embedded in CaCuSi4O10,
CaCuO2, and BaCuSi2O6 can be accounted for by the same
mechanism.

■ COMPUTATIONAL DETAILS
Geometry optimizations of the compounds have been carried out by
means of periodic ab initio calculations based on density functional
theory (DFT) using the CRYSTAL09 package that employs localized
Gaussian-type orbital (GTO) basis sets to represent the Bloch
orbitals.32 With regard to the basis sets, most of the calculations were
performed using the pob-TZVP-2012 functions recently optimized by
Peintinger, Oliveira, and Bredow,33 which are all-electron with triple-ζ
valence with polarization quality. With regard to the exchange−
correlation functionals, we have employed the hybrid functionals
B1WC,34 PW1PW,35 and B3LYP36 (with 16, 20, and 30% Hartree−
Fock exchange, respectively). These hybrid functionals allow us to
obtain geometries, band gaps, and thermochemical properties with
great accuracy and reliability without the need for semiempirical
parameters like in DFT+U procedures. Results using the three
functionals are similar, with smaller than 1 pm differences in the
Cu2+−O2− bond distances, which is not surprising because this bond is
rather strong. We have employed an 8 × 8 × 8 k-point mesh, and the

structures have been relaxed until a maximum force value below 0.02
eV/Å and a total energy change below 10−7 eV were obtained.

As an example of the reliability of the present periodic calculations,
carrying them out on CaCuSi4O10 is found to reproduce the
experimental lattice parameters (a = 7.3017 Å, c = 15.1303 Å) and
the Cu2+−O2− distance (R = 1.929 Å) with errors of <0.7%. Similar
deviations are found in the calculations on CaCuO2, where
experimental values are a = 3.856 Å, c = 3.180 Å, and R = 1.928 Å.
Calculated lattice parameters of the other compounds are reported in
the Supporting Information.

Energies of the d-d electronic transitions of the copper systems have
been calculated through the cluster approach by means of version
2013.01 of the Amsterdam density functional (ADF) code37 using the
energy difference from two fully converged total-energy calculations
with the appropriate electronic configuration. As active electrons are
confined in the CuO4

6− unit (our periodic calculations yield <2% of
the active electrons outside these ions), calculations have been
performed on a simple CuO4

6− complex but subject to the electrostatic
potential VR(r) that is created by the rest of the lattice ions. For these
calculations, we have used the popular B3LYP hybrid functional36 in
the spin-unrestricted Kohn−Sham formalism of the DFT and high-
quality all-electron basis sets of triple-ζ plus polarization (TZP). We
have verified that similar results are obtained using other hybrid
functionals, including B1WC, PW1PW, and mPW1PW (with 16, 20,
and 42.8% Hartree−Fock exchange, respectively). Calculation of
electrostatic potentials VR(r) in the complex region was performed
with the well-known Ewald method38,39 using a modified formula to
facilitate computational calculations. More details on the particular
implementation can be found in ref 38. In a second step, the potential
in that region has been reproduced using ∼200 fictitious charges lying
outside the region. Finally, these fictitious charges were placed into the
ADF calculations to produce the lattice embedding for the CuO4

6−

complexes.
The values of the ionic charges in this calculation were obtained

from ab initio simulations. We have checked that the resulting
potential is essentially nondependent on the criterion (e.g., nominal,
Mulliken, Bader) used to obtain the charges.31

■ RESULTS AND DISCUSSION

For the sake of clarity, we have first explored whether or not the
different d-d spectra of CaCuSi4O10 and CaCuO2 can be
explained by the different electrostatic potentials VR(r) felt by
electrons confined in the CuO4

6− complex. For this reason, we
have calculated the d-d transitions corresponding to a single
CuO4

6− complex at R = 1.928 Å under the influence of distinct
VR(r) potentials corresponding to CaCuSi4O10 and CaCuO2.
As shown in Table 2, the different d-d transitions observed in

Table 2. Calculated Energies (cm−1) of the d-d Transitions
for Egyptian Blue (CaCuSi4O10) and CaCuO2

CuO4
6− + VR(r)

a

transitions CaCuSi4O10
c CaCuO2

d
extrapolation to

zero-field CuO4
6−b

kb2g(xy) → b1g(x
2-y2) 12010 12400 ∼14100

(12740) (13230)
eg(xz,yz) → b1g(x

2-y2) 15970 15600 ∼18800
(16130) (15730)

a1g(3z
2-r2) → b1g(x

2-y2) 19600 22180 ∼26700
(18500) (21375)

aAdding the electrostatic potential VR(r) (λ = 1) of the CaCuSi4O10
and CaCuO2 lattices. bExtrapolation to the zero-field limit for the
CuO4

6− complex at R = 1.928 Å using the data in Figure 2.
cExperimental values from refs 9, 18−20, and 24 are given in
parentheses. dExperimental values from ref 11 are given in
parentheses.
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CaCuSi4O10 and CaCuO2 are very reasonably reproduced by
the present calculations, thus stressing the key role played by
the internal VR(r) potential. This contrasts with explan-
ations5−11 based on metal−ligand distance or hybridization
changes inside the complex that are usually employed in the
literature on transition metal systems.
Seeking to further explore the influence of the internal

potential on the d-d transitions, we studied their sensitivity to
the field using the rescaled potential λVR(r). As shown in Figure
2, the variation around λ = 1 is linear for both CaCuSi4O10 and

CaCuO2. We have checked that the slope of this line is very
similar for various basis sets. For moderately large TZP basis
sets, this tendency extends over the 0.5 ≤ λ ≤ 1 range for both
lattices; however, when λ ≤ 0.4, the calculations stop
converging. This result is consistent with the fact that the
isolated CuO4

6− complex is unstable. Indeed, this species is
highly negatively charged and thus requires being embedded in
a lattice to become stable. Despite this fact, if we extrapolate the
results obtained for a given d-d transition of the CuO4

6−

complex to the zero-field limit (λ = 0, Figure 2), we find the
same value for the CaCuSi4O10 and CaCuO2 compounds.
Therefore, the results obtained in the zero-field limit taken in

this way can be considered as a reference that could be
interpreted as transitions for an in vacuo complex. Thus, this
mathematical extrapolation provides some foundation to the
idea of complex in vacuo often employed when discussing the
optical or magnetic properties of insulating transition metal
compounds40 even when the species is not stable.
As shown in Figure 2 and Table 2, the d-d transition with the

highest energy is always a1g(3z
2-r2) → b1g(x

2-y2), a situation
quite different from that encountered in a distorted octahedral
unit31 due to the lack of axial ligands in a true square-planar
complex. Optical data on the square-planar CuCl4

2− unit in (N-
mph)2CuCl4 reveal that the a1g(3z

2-r2) → b1g(x
2-y2) transition

has the highest energy among the ensemble of d-d transitions.30

We observe in Table 2 that although the calculations predict
that E(z2) would be equal to ∼26700 cm−1 for the CuO4

6−

complex at R = 1.928 Å in the referenced zero-field limit, the
addition of the lattice potential VR(r) induces a dramatic
reduction in the E(z2) energy equal to 4520 cm−1 for CaCuO2
and to 7100 cm−1 for CaCuSi4O10. The results in Table 2 thus
clearly show that the calculated transition energies are strongly
sensitive to the VR(r) potential, the inclusion of which is
completely necessary for accurate prediction of their energies.
This improvement is particularly dramatic for a1g(3z

2-r2) →
b1g(x

2-y2). This conclusion thus concurs with recent findings
for CuF6

4− complexes in insulating fluorides like K2CuF4 and
K2ZnF4:Cu

2+, where the electrostatic potential VR(r) has been
proven to play a key role in explaining the experimental d-d
transitions.31 In the same vein, the different colors displayed by
ruby and emerald, two gemstones with the same CrO6

9−

chromophore, are due to the different VR(r) shapes in Al2O3
and Be3Si6Al2O18 host lattices

41 and not to different Cr3+−O2−

distances41,42 as has widely been assumed.5,6 Additional results
on the influence of VR(r) on other compounds containing
CuO4

6− complexes are provided in the Supporting Information.
Because the effects of VR(r) upon the d-d transitions depend

on the anisotropy of VR(r) in the complex region, we need to
study the behavior of the quantity (−e)[VR(r) − VR(0)], where
VR(0) is the potential at the copper site. To qualitatively
understand the strong and differentiated effect of (−e)[VR(r) −
VR(0)] over the a1g(3z

2-r2) → b1g(x
2-y2) transition in

CaCuSi4O10 and CaCuO2 crystals, it is worth noting that the
orbitals involved in the electron excitation are directed in
orthogonal directions. The lower a1g(3z

2-r2) orbital is mainly
localized in an axis perpendicular to the CuO4

6− complex plane,
whereas the b1g(x

2-y2) orbital is contained within this plane and
has its maximum density along the Cu−O bond direction.
Plotting the potential along these directions (Figure 3), we find
that both the in-plane and out-of-plane components of the field
are qualitatively similar in CaCuSi4O10 and CaCuO2, favoring
the reduction of energy for the higher x2-y2 orbital and
increasing it for the perpendicular 3z2-r2 orbital, and thus
decrease the a1g(3z

2-r2) → b1g(x
2-y2) transition energy.

However, the intensity of (−e)[VR(r) − VR(0)] is different in
each case, being much stronger in Egyptian Blue than in
CaCuO2, leading to a more substantial reduction of E(z2) and
to the opening of a gap that prevents the absorption of blue
light by CaCuSi4O10. Thus, these results clearly show how
crystal structures (Figure 1) can create distinct and strongly
anisotropic VR(r) potentials around a chromophore, modulat-
ing its energy levels in different ways to control the color the
system displays.
We would like to stress here that many authors43 have

indicated that the different optical spectra in this kind of system
are mainly due to differences in the local 3d(3z2-r2)-4s
hybridization of the transition metal, lowering the position of
the a1g(3z

2-r2) level with respect to that of b1g(x
2-y2). This

conclusion has been reached through the use of parametrized
semiempirical models (e.g., the angular overlap model),
introducing ad hoc parameters for the effects under
consideration and fitting them to reproduce the experimental
data.44 On the other hand, our calculations show that toward
the zero-field limit the 3d(3z2-r2)-4s hybridization in
CaCuSi4O10 and CaCuO2 is exactly the same, and as a
consequence, the chemical factor inducing the appearance of
small differences in hybridization is the presence of the field. In
particular, we have obtained similar values of 5 and 7% mixtures

Figure 2. Variation of the three d-d transition energies for a square-
planar CuO4

6− complex subjected to scaled embedding potential
λVR(r). Filled circle and empty square markers correspond to
calculated energies using a TZP basis set in the 0.5 ≤ λ ≤ 1 range
for CaCuO2 and CaCuSi4O10, respectively. The linear tendency plots
(very similar for TZP, TZ2P, and QZP basis sets) extrapolated for the
complete 0 ≤ λ ≤ 1 range obtained for CaCuO2 and CaCuSi4O10 are
shown by means of solid and dashed lines, respectively.
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of 4s(Cu) character for CaCuSi4O10 and CaCuO2, respectively,
into the a1g(3z

2-r2) orbital, reflecting the higher confinement of
the 3z2-r2 orbital due to the field in the first system with respect
to the second. Moreover, from an energetic point of view, we
see that changes of the transitions are linear with the field
(Figure 2), a clear indication that the effects of these
hybridizations, which would show as a quadratic contribution
to the level’s energies, are small. In summary, our results show
that although there is some correlation between changes in the
spectrum and 3d-4s hybridization, the latter cannot be
considered the cause of the former because (a) both effects
appear with the introduction of the field and (b) the optical
changes follow the effect of the embedding potential linearly
instead of quadratically, which would be expected from a
hybridization model. This conclusion is thus consistent with
previous results on ruby showing that the shift on 10Dq due to
VR(r) can basically be understood through first-order
perturbations41 in which electronic density changes are not
involved.
To see how this modulation is induced by the crystal

structure of CaCuSi4O10, which is the basis of the Egyptian Blue
pigment, we have calculated the contribution of the various
type of ions present in the lattice to the final potential energy
using the Ewald method.39 Using this method, we can calculate
the contribution of a particular ion by neutralizing its charge
and adding a homogeneous background that compensates for
the introduction of charge in the system. This procedure is
described in ref 39. The results of this analysis carried out for
CaCuSi4O10 are depicted in Figure 4. As a salient feature, we
can see that the contribution of SiO4

4− units to the total
potential energy is dominant over those of Ca2+ and Cu2+ ions,
particularly along the axial direction. Thus, the presence of

Figure 3. Variation of (−e)[VR(r) − VR(0)] potential energy felt by an
electron of the CuO4

6− complex when the electron coordinate r moves
along either the in-plane Cu−O bond (solid red lines) or the axial OZ
(dashed blue lines) direction, primarily perturbing the b1g(x

2-y2) and
a1g(3z

2-r2) orbitals, respectively. Results for CaCuSi4O10, BaCuSi2O6,
and CaCuO2 crystals are reported. In all cases, data for the axial
domain with r > 0 correspond to the region of the compound just
above the complex in the unit cell of Figure 1 with the lowest value of
the Z coordinate. A scheme of the d-d transitions for the CuO4

6−

complex is also shown at the bottom right.

Figure 4. Decomposition of the (−e)[VR(r) − VR(0)] potential energy felt by an electron of the CuO4
6− complex in Egyptian Blue (CaCuSi4O10).

Results are shown when the electron coordinate r moves along either the in-plane Cu−O bond (solid red lines) or the axial OZ (dashed blue lines)
direction. The total potential (right) is the sum of the contributions coming from the SiO4

4− units (left) and the Ca2+ and Cu2+ ions (middle). The
positions of the ions that contribute to each potential are highlighted in the structures above each plot. The axial region with r > 0 corresponds to the
zone placed above the complex in the unit cell of Figure 1 with the lowest value of the Z coordinate. Note that although the contributions from the
SiO4

4− units and the Ca2+ and Cu2+ ions are asymmetric around the Cu2+ position, these asymmetries almost compensate for one another when
considering the total potential.
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SiO4
4− anions in CaCuSi4O10 plays a key role in raising the

a1g(3z
2-r2) orbital of CuO4

6− from its position in the zero-field
limit. On the other hand, Ca2+ and Cu2+ ions mainly contribute
to the in-plane aspect of the potential that stabilizes the b1g(x

2-
y2) orbital, with an intensity similar to that of the SiO4

4− units.
Thus, these results prove that, although SiO4

4− units are not
involved in the chromophore itself, manipulation of the crystal
structure by the introduction of sand to create CaCuSi4O10 is a
key step in altering the (−e)[VR(r) − VR(0)] potential and
allowing the material to display its characteristic blue hue.
It is worth noting here that although all lattice ions in

principle contribute to the embedding potential (−e)[VR(r) −
VR(0)], this quantity at variance with VR(0) actually depends
on only a few shells lying nearest to the complex. This idea has
been verified in a variety of systems, including Al2‑xCrxO3,

45

emerald,41 LiBaF3:Mn2+,46 and MgO:Cr3+.47

We will now briefly discuss the origin of the slightly different
tonalities shown in Figure 1 by Egyptian Blue (CaCuSi4O10)
and Han Blue (BaCuSi4O10) pigments. Both compounds have
isomorphous structures, and the internal potential in both
lattices is therefore essentially coincident (Figure S3 in the
Supporting Information). Thus, the internal potential (−e)-
[VR(r) − VR(0)] shifts the levels to open a gap in the blue
region for both systems and is key to explaining their color. The
slight difference in tonality can be explained by the 0.36%
reduction in the Cu−O distance when going from BaCuSi4O10
(R = 1.921 Å)13 to CaCuSi4O10 (R = 1.929 Å).13 Indeed, our
DFT calculations predict an increase of 359 cm−1 in E(z2)
when changing the Cu−O distance from 1.929 to 1.921 Å,
which is in reasonable agreement with the experimental
variation of 280 cm−1 (Table 1). This situation is thus similar
to that found for divalent M2+ impurities (M = Mn, Ni, Co)
placed in a series of cubic perovskite lattices, such as KMgF3 or
CsCaF3. In these cases, variation of the cubic field-splitting
parameter 10Dq along the series of isomorphous compounds
has been shown to directly reflect the change of the M2+−F−
distance.40,46 Contrastingly, this idea is no longer true when
comparing KMgF3:Mn2+ with LiBaF3:Mn2+. Although the
Mn2+−F− distance is the same for both systems, the 10Dq
value is different because the cubic LiBaF3 has an inverted
perovskite structure leading to a (−e)[VR(r) − VR(0)] potential
that is quite different from the flat one that corresponds to a
normal perovskite structure.46

With respect to the Han Purple pigment (BaCuSiO2O6) and
using ligand field theory,29 we would expect E(z2) to be smaller
than in Egyptian Blue because the Cu−O distance is shorter in
the lattice of the latter (Table 1). However, the opposite is true
(Table 1), and the internal potential is again indispensable for
understanding the color of this system. Because Han Purple is
not isomorphous to Egyptian Blue (CaCuSi4O10), the internal
potential is significantly different for each lattice (Figure 2). For
the purple pigment, the small reduction in E(z2) with respect to
the zero-field reference is greatly attributable to the existence of
a nearby Cu2+ ion along the +z direction (Figure 1) that is not
present in CaCuSi4O10 (Figure 1), which explains, albeit
qualitatively, why this system has a purple tinge.48

■ CONCLUSIONS
The results presented here shed light on the microscopic origin
of the bright blue color displayed by the first synthetically
produced pigment in human history.2−4,9 Moreover, our
calculations quantify the large influence of the crystal structure
over the optical absorption spectrum of a hosted transition-ion

complex on the basis of the anisotropic internal electrostatic
potential VR(r) created by the lattice. By virtue of this fact, if
the same complex was placed in two non-isomorphous
insulating lattices, differences in the optical spectra could not
be understood if the key role played by (−e)[VR(r) − VR(0)]
was ignored, as is often the case in many works involving
transition metal cations.5−11

As a salient feature, the results presented here prove that the
bright blue color displayed by CaCuSi4O10 surprisingly obeys a
strong red shift of ∼7100 cm−1 of the highest energy d-d
transition of the nonembedded CuO4

6− chromophore when
exposed to a highly anisotropic internal electrostatic potential.
This shift is much higher than those found for 6-fold
coordinated complexes located in insulating lattices. For
instance, (−e)[VR(r) − VR(0)] gives rise to a blue shift of
only 2600 cm−1 for the E(z2) value31 corresponding to the
CuF6

4− unit in K2ZnF4:Cu
2+. Similarly, the action of this

internal potential increases the 10Dq value of ruby by only
∼1900 cm−1, which contributes to the red color displayed by
this gemstone.41

The ideas presented here are also useful for obtaining a
qualitative understanding of other optical experimental data.
For instance, the partial substitution of Ca2+ ions in
CaCuSi4O10 by ions with the same nominal charge (Sr2+,
Ba2+) does not lead to significant color changes,49 whereas the
opposite happens50 in SrCuSi4O10 through replacing Sr2+ by
La3+ and Cu2+ by Li+ because of a stronger modification to the
shape of the electrostatic potential VR(r). Thus, the ideas
presented here allow one to predict what kinds of solid
solutions may lead to important color variations with relatively
simple electrostatic calculations.
The results of this work in the domain of inorganic chemistry

are related to those recently derived for biological chromo-
phores surrounded by proteins.51,52 In fact, it has recently been
proven51 that the origins of the different photoabsorptions for
the red, green, and blue cone pigments controlling human
vision are due to the same retinal chromophore acting under
three different electrostatic fields from amino acids of opsin
proteins. In the same vein, recent work52 has also shown that
among the many microenvironmental factors contributing to
the color shift of light emission from the firefly luminescent
protein applied in bioimaging and biosensors, the primary
factor is the electrostatic field produced by several side chains
on the chromophore oxyluciferin.
It can be expected that the magnetic and structural properties

of insulating transition metal compounds, like optical
transitions, also depend on the shape of the internal
electrostatic potential VR(r). Accordingly, it has recently been
shown that the different ground state and orbital ordering
displayed by La2CuO4 and K2CuF4 directly reflect distinct
electrostatic potentials felt by CuO6

10− and CuF6
4− complexes,

respectively, in such lattices.53

Further investigations of the influence of the internal
potential VR(r) on the structural properties of insulating
compounds containing transition metal cations are currently
under way.
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